The prototype field trip:

Lucas L Lappe
Hypothesis: The use of our iPad app, Rap*, will foster learning and applications of parts of speech in a relatable subject matter for inner-city children. 
Introduction: With the goal of apply parts of speech to rap lyrics our first device was a series of magnetic words and a ferrous board to display the categorized words. Since the beginning the creation of an iPad app was our purpose, but we had never designed, built or tested any app previously. The app was our “mountain.”  The iteration we brought to the school conquered the “mountain.” It was a working app built from the ground up that the kids played and surprisingly played more then once.    

The App: Called Rap* and designed to replicate the drag and drop motion of our first device was built in just under two weeks with the Cocos2D framework and the iOS software development kit. The Cocos2D is an open source library for building iOS games. Popular games such as Tiny Wings, Farmville and Doddle Jump have all been developed using this library. The IOS SDK is free to download and vital in building for iOS devices. 

Because the coding environment was so new, most of my time was spend learning the basics of the libraries and game development. The app we brought to the school was just the basic skeleton of our final goal. The app had the drag and drop, health and music that were depended on the users accuracy and speed. The volume of the music was tied to the health, so when the health began to drop the volume followed. If the user misplaced a word the health would drop and a scratch (DJ) would play, giving the user instant feedback. The current iteration is limited, with only one level and less then 20 lyrics to categorize. This was the result of our automated lyric feature still currently in development. 

Observations: Our instruction to the children was brief. We fist asked if they remembered our original device, then told them we had a new version we want them to test. They were very excited about being able to play with iPads. We then handed them the iPads, a group of 2 students for each iPad and asked them to play. We did not give them any more direction and just watched to see how they interacted with the app.  

They were quick to apply the drag and drop interface they learned from the previous device. They did not initially understand the health and scoring indicator, but after a few attempts they could successfully categorize each world and understood the role of the health indicator. Many found the losing screen to be funny because it had a sad face emoticon. Ron called it “harsh” but I think that's what made it so funny to the kids. 

After the kids played the level multiple times they began to memorize the correction location of the lyrics. I don’t believe they actually learned the parts of speech, but just memorized the correct answers. One way to possible combat this would be to change the location of the parts of speech, so they have to pay greater attention to conceptual understanding of the words. 


After approximately ten attempts the kid’s interest began to fade. I had originally estimated this would come far sooner, but they were amazingly captivated by the game.    

Conclusion: We observed approximately 20 users interact with our device. I was amazed by both the students’ and teachers’ eagerness to adopt our app, but before that becomes reality we have more then one mountain to climb. The front end of our app is nearly complete, but the backend is far from satisfactory. Each of our levels still must be coded by hand and is limited to the number of words we can fit on the screen. The implementation of a lyric API and lyric scrolling will take to hand coding obsolete and make our app extremely scalable. It will allow users to play their own music and categorize their lyrics. This hurtle will hopefully be completed by our next visit and allow our app to decimate outside of studio V and RPI.
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